ERG2011A Tutorial 10: Fourier Series and Fourier Transform

Prepared by Adrian Sai-wah TAM (swtam3@ie.cuhk.edu.hk)

29th November 2004

1 Summary of Fourier Series in Tutorial 9

e Objective: Convert a periodic function as sum of sine and cosine functions

— Every sine and consine functions are in harmonics of the original function

(i.e. period of each component is an integer multiple of the period)

Fourier representation with period 27 Fourier representation with period p = 2L
0 = km . km
flx) = ao+ Z(ak cos kx + by sin kx) flx) = ao+ Z (ak €os = + by sin Lx)
k=1 k=1
h L[ d here L /L flx)d
: = where: agy = — x)dx
where ag o | f(x)dx 0 oL/,
1 [" 1 [t km
= kxd = = fadl
Ak ) f(x) cos kadz ay I [L f(z)cos T xdx
1 /™ . 1 [E km
b, = sin kxd - = in oo
k ) f(z)sin kxzdz b, = I [L f(x)sin 7 xdx
e Even function means f(—xz) = f(z); odd function means f(—z) = —f(z). Examples are cosine and sine.
Even function 0dd function
f(=z) = f(z) f(=z) = =f(z)
Example: cosz Example: sinx

L L L
even dr = even d o dx =
/_Lf (z)dx 2/0f (z)dz /_Lfdd(x)x 0

foven(x) = ao + i (ak cos I;;Tx) foaa(x) = i <bk sin ];7;9:)

k=1 k=1
e Further properties of Fourier series representation:

— f(z) = fi(x) + fa(z) then the Fourier series is the sum of every corresponding coefficients

— c¢f () has the Fourier series with each Fourier coefficients of f(x) multiplied by ¢
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2 Complex Fourier Series

2.1 Euler’s equation

e As you learnt in high school:

e = cosf+isinb

6i7T+1

0 «— Euler’s equation, contains all important symbols in math: e, m,4,1,0

e Therefore, we have:

(eiO 4 e—i@)

(eie _ e—iG)

cCosr =

sinx =

DN = N =

2.2 Fourier series with ¢™*

e For functions with period 2,

f(i[]) — Z cn e'ina:

n=-—oo
en = L f(x)e ™ dy
2 J_,
— Compare with the sinnz and cosnx version,
co = ag
a, — ib,
¢ = T (n>0)
an + b
C_p = % (TL > 0)

e But if the function is with period p = 2L,

f(x) — i Cnein'fmc/L

n=—oo

1t .
e = 3T [L f(x)e_m”/Lda:
e Example: Problem Set 10.5 Question 5. Find the complex Fourier series of f(z) =2 (0 <z < 27)

f@) = { T O<z<m

2n+x —Tw<ax <0

1 4 o
Cn = %/_77 f(x)e " dx
1

0 ™
= — (/ (27 + x)e " dx +/ xe_mxda:>
2m —7 0

0 0 - -
; 1 ; 1 , 1 .
(2m + x)emm] -— e " dr  + {,xemm} - em“"dz>
. —in 0

—T

1 - 1° 11 _.1° 1 IS L T O T
.(27T+ZC)6”L$:| _|: elnl’:l _|_|:.1,ezna::| _ _ l: : eznm:|

—m | —in
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Cn

Co

f(x)

1 1 . 1 1 1 1 . 1 1 : 1
- ([ (277) _ (ﬂ.)e—mﬂ':| |: _ m7r:| + |: ﬂ.e—mw] |: __eminm :|>
2T —in —in —in | —in  —in —in —in | —in —in
1 1 1 1 . 1 1
_ — (2 - s T - | —inT
2m <[—m( W)} —in [ —in } —in {—m ])
1 27(- 1 Z’I’L7T+ 1 —inm
— —— = —e
2r n n? n?
1 2 1 . )
— (—W + e (=1 + 62“”)> «— care of this trick!
2 mnmooon
1/ 2n 1,
— (- —erm(—1 4+ 1
27 ( in T2t (-1+ >>
1 2
2w mn
—1
mn
L m#0)
— n
n
L (" pweinde = 2 [ pya
o | T)e T = o | z)dx
L AT, / " ad
— T+ x)dr + — xdx
27T - 27T 0
1 /0 1 /0 1 [
— 27d — d — d
9r _W7r:1c+2ﬂ_ _ﬂxx—l—%_/oxx
1 /0 1 [
— 2mdr + — zdz +—— 0dd function!
2r J_ . 2 J_,
1 O
o » 2rdx
0—(—m)
T
T+ an Ee
n#0

Actually, the integration can be done in any complete period instead of —7 < x < 7. For example:

flx) = = (0 <z < 2m)
1 2m )
en = %/0 f(x)e " dx
27
_ L / meimdac>
2w 0
1

2
1 27re—2in7r —0| = 1 1 e—inz "
—in —in [ —in 0

1
27
1 1 1
= — (=9 —2inm —2inm 1
o \—in""° —n2( ))
1 1 1
— o 2 —2inm 1-1
o \—in "¢ an( >>
— 1 e—2in7r
—in
_ 1
B —n
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1 27 ) 1 27
0 = 5 f(a:)e_mmdm:? (z)dx
™ Jo ™ Jo
1 27
= — xdx
27T 0
27
_ 1[1:52}
2m |2 0
_ 472
T 4x¢
= 7
- i inx
flz) = 7T+HZX,E€
n£0

In addition, if we want to write these into real number terms, we can derive as follows:

SN
flx) = =+ —e'm*
n
——
n#0
= T4 Zeinz _ E L emina
n
n=1 n=1
i
= T4 § 7(eznw e—znm)
n
n=1
oo .
1 ..
= 7w+ E —(2isinnzx)
n
n=1

= =2
= 7T—‘r§ — sinnz
n
n=1

=1

= 77—25 —sinnz
n
n=1

3 Approximation by Trigonometric Polynomials

3.1 Parseval’s relation (for proof, see lecture note P.11)

flx) = ag+ Z(an cosnx + by, sinnx)

n=1

1 (7 >
— | fa)dr = 205+ (al+03)

™
-7 n4+1

3.2 Approximation

e In Fourier series representation, if we sums the terms up to n = N instead of n = 0o, we get an trigonometric

polynomial of degree IV, which is an approximation of the periodic function:

N
f(z) = F(x) = ao + Z(an cos nx + by, sinnx)
n=1
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e The error between f(x) and F(z) is represented by “square error”:

4.1

4.2

E = /ﬂ(ffF)de

—T

- N
= fA(x)dx — 7 | 202 + Z(ai +b2)
- n=1

— Derivation please see lecture note P.12 or book P.555.

N

— Actually, we can have F(z) = Ay + Y (A, cosnz + By, sinnx) with any other coefficients A,,, B,. But it
n=1

can be proved that, F is minimum only if A,, = a,, and B,, = b,. That is, they are Fourier coefficients of

f(@).

— The square error, E, by definition is non-negative, i.e. we have the Bessel inequality:
™

N
1
22 2 b2 < = 2 d
a0+§ (an+ n>_7T f(.’E){E

n=1 -

and taking the limit for N — oo, the inequality will become Parseval’s theorem.

Fourier Transform

Formulae of Transform

What if your function is not periodic?

Answer: Assume it is periodic. For example, f(z) = z, repeats as if —L < z < L. Then take the limit on

L — oo.

We call this the Fourier Transform. Which is the extension on the Fourier Series to cover those non-periodic

functions

— Now, any integrable function is a sum of (may be infinitely many) trigonometric functions
Fourier transtormns Fw) = —— [~ f(a)e™ds = F{j(@)}
ourier transform: F(w) = —— x)e T = x
V2T J_so

1 e ;
Inverse Fourier transform: f(x) = \/7/ F(w)e*dw = F~HF(w)}
T J—oc0

— Hint: Mathematica has those function

Meaning of Fourier Transform

Assuming that all functions is a summation of trigonometric functions
Hence all functions has some “frequencies” behind it, but with different magnitude

We are going to present how each frequency is different from the other frequency (w) in magnitude, but how the

function’s magnitude change with respect to time

Example: Human can hear 20Hz to 20kHz only. In MP3 compression, the first step is to do a Fourier transform
to the sound wave (magnitude vs time) so that we get the composition of each frequency component. Then,
strip off those frequency out of 20Hz to 20kHz. Then compress the sound. Therefore, MP3 is lossy compression

on sound data — and uses Fourier transform to choose what to loss!
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4.3 Fourier Transformation Properties

e Basically, Fourier transform is identical to Laplace transform, by replacing s = iw, i.e., assuming pure imaginary

s.
e Hence they share a lot of properties,

— Linearity: af(z) + bg(x) JEN aF(w) + bG(w)

— Derivative: f'(z) <= iwF(w)

Second derivative: f”(z) <= —w?F(w)

— Convolution: f(z)* g(x) < V21 F(w)G(w)



